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New Technologies — New Possibilities 

• Huge collections of digitized 
materials 

• Easy photography + scanner 
access makes low-cost 
digitization possible 

• Clearly not everything, but lots 
and lots of stuff. 



Falling Behind the Material? 

More information than we know 
what to do with…but not the 
techniques for engaging with it.   

Optical Character Recognition is 
the first step for making this 
material accessible to basic 
digital methods (like keyword 
search) but also a whole lot 
more. 



OCR – Increasingly Accessible 

• Numerous commercially existing OCR 
programs. 

• Also public-facing engines (tesseract), 
although these tend to require more 
coding. 

• Different quality for different types of 
material: layouts, clarity, “normalcy” all 
matter. 



|

LLMs like ChatGPT work by probabilities
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AI will offer “facts” that are 

hallucinations, especially the further 

you get from well-worn data (like 

python coding).

AI doesn’t know anything. 

The probability model is absurdly 

complicated, but all it does is 

reproduce the relationships 

between the words on which it was 

trained. 

LLMs generate text, not answers.

There is no reasoning. 

So what can it do?



|

To use LLMs effectively, you need to learn their strengths and weaknesses

6

• LLMs should not be trusted 

for facts

• LLMs will never generate 

novel ideas, only recycle 

existing ones

Data • LLMs are very good at 

manipulating data that you 

provide

• Code Interpreter in ChatGPT 4, 

Claude AI 2, and Bard all allow for 

different uploading of data

• Exploratory data analysis

• You do not often need to 

innovate techniques to find 

answers. You usually need to 

ask novel questions.

• LLMs are unreliable in 

breaking complicated 

requests into simpler steps.

• Through chains of prompts, you 

can lead Chat to do very 

complicated projects

Weakness Strength

New Ideas

Complexity
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To use AI, you need to simply be a little creative and a lot lazy
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AI + Domain 

Knowledge

AI doesn’t, by itself, do anything. You 

need to apply it to your “domain 

knowledge” which is a nice way of 

saying whatever your unique work 

problems and frustrations are. Nobody 

else can tell you what AI can do for you.

AI is an 

assistant, not 

SkyNet

AI is a semi-reliable, way too 

enthusiastic intern who is good at oddly 

specific tasks related to language.

It is a people pleaser and will always 

offer an answer, even when incorrect.

AI is a low-end 

tech consultant

AI can write totally standard, run-of-the-

mill computer code for totally-normal 

problems, which are nearly all of your 

problems. 
AI-generated image of “semi-reliable, 

too enthusiastic intern”
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Different LLMs focus on different features
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Often the best use of Chat in this way is a “centaur task”
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Task category Definition Types

Human Tasks

Either the AI is not capable of doing 

them, it is too hard to get the AI to do 

a good job, or you are unwilling to 

give them up.

Tasks that require 

creativity, questioning, and 

unexpected connections

Centaur Tasks

These are tasks where you learn to 

work seamlessly with the AI, 

integrating into your workflow, 

passing work back and forth.

Tasks that have a technical 

component for the AI, but 

require human curiosity to 

drive the analysis

Delegated 

Tasks

These are tasks that you will get AI 

help with, with tight oversight, 

including checking for errors and 

giving feedback. Few iterations.

Tasks that have well-

defined rules, but the AI 

will make mistakes that 

need to be corrected.

Automated 

Tasks

Tasks that no human should do. If 

you do it more than 3 times and it 

takes more than 5 minutes, you 

should write some code.

Perfectly structured rules 

that require no human 

intervention

Source: Modified from One Useful Thing

Relationship



Hacking things together 

• LLM’s allow lots of flexibility –
WITHOUT coding 

• Coding…works better. But there are 
still lots of things that we can do 
without it. 

• Use the APPROACH of coding –
without coding. Hacking! 



What is coding like? 
• Coding can be like designing 

a car. But it doesn’t HAVE to 
be. 

• A lot more of the time, 
coding is like FIXING a car --
you just need the pieces 
lined up correctly, but don’t 
need to understand exactly 
how they work. 



What is Hacking like? 

• Taking the various pieces of things, and putting them together into 
workflows 

• Take advantage of the strengths of different tools available to you! 

• Be flexible – experiment. 

• Use things in ways they aren’t necessarily designed? 



OCR : A good problem to have? 

• TONS of digitized material – that’s the hard part done already! 

• OCR – really standing in the way of it. 

• How can we use the tools we have to OCR some documents? 



The Problem-Solving Pipeline! 

• What do we have:  

Things that can OCR (good not great). 

• What do we want? 

OCRed texts + data about them. 



The Problem-Solving Pipeline! 

• What do we have accessible to us that can OCR? 

• Google drive! 



OCR in…Google Drive? 
Mr. Jones O'Connell,

Monon Building, Chicago, Ill.

Dear Sir & Brother:-

Your favor of the 21st to hand 

and con- tents noted, and I 

sincerely regret that I cannot 

ask you in my stead to visit 

the Convention of the 

Brotherhood of Locomotive 

Fire- men at Galveston, Texas, 

September 14th, as the 

representative of the A.F. of 

L. I hope to do this, as I 

stated to you sometime ago, 

but since then, I have had an 

interview with some of the 

offi- cers of the B. of 1. F…, 



Hacking Things Together:  Part 1 

Google drive is great! But…It can’t open up all of my individual 
images……



Hacking Things Together:  Part 1 

But it can open up a multi-page PDF? 



Hacking Things Together:  Part 1 

So let’s make our images a multi-page PDF! 



Hacking Things Together: Part  2 

Ok – so we now 
have our images 
in a multi-page 
PDF…And it’s 
been OCR-ed! 

But this 
isn’t…exactly 
English. What to 
do now? 



The Power of LLMS 

• Remember – LLMs aren’t that smart – but they sure are hard 
working! 

• Which one should we use? 

• Context Window – Plus and Minus 



The Power of LLMS 

Prompt:  “This is a 
text produced by 
applying OCR to 
historical 
correspondence, 
which introduces 
many errors. 
please produce a 
corrected versions 
of this text.” 



A No-Code Pipeline! 
• IMAGES ➔ PDF converter ➔ Google Drive ➔ Claude 



Prompt Engineering for Dummies 

• The dummy is…Claude! 

• Explaining what you want as 
clearly as possible. 

• Multiple iterations of 
explanation can be 
necessary. 



Prompt Engineering for Dummies 

• The dummy is…Claude! 

• Explaining what you want as 
clearly as possible. 

• Multiple iterations of 
explanation can be 
necessary. 



What else can we get these dumb things to 
do? 
• Okay– we have corrected OCR – what next? 

• Is there information we want that is missing? 

• Are there new types of information that could be created? 



Turning Text into Data for Archival 
Exploration
Prompt: This is a piece of historical 
correspondence. From this 
material, please create a column 
of data, in the first cell, write every 
person named in the document. In 
the second cell, write every union 
organization named in the 
document. in the third cell write 
every place mentioned in the 
document. in the fourth cell, write 
the date. in the 5th cell, include a 
summary of the document. 



Coding: WAY Less Scary then it Might Seem
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Split PDF into 
images

OCR the images 
into text

Combine the text 
into a Word 
Document
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Session 3b: Good Morning Baltimore
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1. Anaconda

2. Spyder

3. ChatGPT

4. Running ChatGPT Code in 

Spyder

Question:

1. What is all this?

2. Seriously, what is this?
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Be sure to have Anaconda installed

31

https://www.anaconda.com/download
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Launch Spyder
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Over here 

is where 

you write, 

edit, and 

paste code

Over here 

is the 

result

Up here is 

other stuff
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Go to ChatGPT. 
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I deleted a ) and suddenly it didn’t run. Spyder will often tell you.
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If you don’t understand the error, ask ChatGPT
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Just paste the 

error 

message into 

the chat

Chat will 

explain and 

offer 

corrected 

code.

This works 

95% of the 

time.
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For instance, you will get an error message unless you have installed the pytesseract libraries
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You will get an error message. 

But then just ask the AI what to 

do.

The process will be a lot of back 

and forth
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ChatGPT is, for instance, extraordinarily good at writing computer code. I 

am not, but I want the computer to do my work for me.
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Examples

• Turning thousands of image files in 

the right orientation

• Turning 150 pages of 1950s 

variable codebook into code

• Pulling all of a file type into a folder

• OCR 19th century documents

• Text summarization

• PDF manipulation

• Data analysis

• Writing complicated Excel formulas

• Graphing

• Making PowerPoint tables

• Writing drafts

• Editing drafts

• Use Google API

• Etc. 

Situation

Whenever I encounter something 

boring and repetitive, I ask Chat.

When I encounter something I would 

like to do, but don’t know how, I ask 

Chat.

Sometimes it is fast. Sometimes it is 

not. You don’t know until you try.



What does this mean for history? 

• What do we get from turning our sources into data? 

• Trends 

• Large scale context 

• Change over time 



What does this mean for history? 
• What do we LOSE from turning our sources into data? 

• Close understanding. 

• Messiness? 

• Ability to feed patterns into the current best form of pattern 
recognition – our brains. 

• Systematic Bias


